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theory in a backfitting context means that nowadays optimal selection is still a challenging, open

problem. Cross-validation was used for the automatic choice of bandwidths.

In each of the cycles of the algorithm, the bandwidth (hj) used to obtain the estimates f̂j in

equation (6) was automatically selected by minimizing the following weighted cross-validation error

criterion:

CVj =

n∑
i=1

wi

(
yji − f̂

(−i)
j (xij)

)2

where f̂
(−i)
j is the estimate obtained without the ith element of the sample.

Cross-validation implies a high computational cost, inasmuch as it is necessary to repeat the

estimation operations several times in order to select the optimal bandwidths. To speed up this

process, we used binning-type acceleration techniques [17, 18] to obtain the binning approximations

of f̂j in each of the iterations of the estimation algorithm.

The binning approximations were obtained from the binning sample
{
x•jr , y

•j
r

}
and the weights

{w•r} (1 ≤ r ≤ N), with

x•j1 < . . . < x•jN

being a grid of equidistant points along the jth direction. Let us consider δ the distance between

consecutive grids. The binning responses y•jr and the binning weights W •r are constructed according

to w•r =
∑n
i=1 w

•i
r and y•jr =

∑n
i=1 w

•i
r y

j
i with

w•ir = wi
(
1−

∣∣xij − x•jr ∣∣/δ)+
The binning approximation of the estimator f̂j (x) is obtained by applying the approximations

srj (x) ≈
N∑
l=1

Lrj

(
x, x•jl ;hj

)
w•l and trj (x) ≈

N∑
l=1

Lrj

(
x, x•jl ;hj

)
w•l y

•j
l

As in the estimation algorithm, in the case of the binning technique the cross-validation error
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CVj can be approximated by:

CVj ≈
N∑
r=1

w•jr

(
f̂
−(r)
j

(
x•jr
)
− y•jr

w•jr

)2

,

where f̂
−(r)
j is obtained without the (r) element of the binning sample.

The finer the grid of points selected, the better the binning approximations. The choice of the

number of grid points is a compromise between approximation error and computational speed. In

this paper, we used 30 grid points covering the range of each Xj . In practice, depending on the

sample size n and the distribution of the covariates, a larger amount of grid points might be more

appropriate.
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